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o We use WordNet for lexical lookup.
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WordNet code.
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e We applied an automatic mapping from WordNet
1.6 to WordNet 1.7.1 synset labels.

22 Jooobobooboooon

o0o0oOoOO0o0O0o0Ooo0oobOoOO0Ooooooobooog
ooooobooooboooooboooooboboooobo
00000o0o00oo0o0obooooooooooo
oo0obodoboOOoobooooobooOoobboooobo
oboooobOoooobOooooboboooboo
gdo0ooO00ooooOoooooOoooooooooo
obod0O0o0obOO0oOobOoOooobobOoboooo
000000000000 0000 SHACHI[11]OO
gooD0oOooozoo00oooooooooooon
0000000000000 000O0 type.purpose’
O00000%ypepurpose’ OO0 O0OOOODOODOOOO
00OodoO0o0obOO0obOOOOobooobOobooobooo
obooO0o0obOobOOoobOobooooooobooo
00 LREC2004000000000000OO0OOOO
000000000000000pdftotext 00000
OOOLREC20040000000D00CDO0O0O0OODODOO
00000000 SHACHIODDOOOOooooooo
00o00obOO0bO0o00O0obO0obOoU0ooOoboOobooog
OobooOooooogo2000000D00000O 2800
O0000Db0O0027000000ODODOO 4400
o0o00obOo0o0OOobOoboboooOooooo

0000 ACL2008 000000000 0OODOO 40
000o00ooO0oO0bOooOoooooOooooooooon
o0o0ooOOobOOobOoboooboobo400O000ODOO
0000oo00oooooooOoooooooooo
g00o0oOoOoOoboOoooooOoobooboOoooon
obooOoobOOobDOoboOoobooooboboooo
000000bO00o0oobOoooobOoDOooDooon
oo0oooboooOol1oboboboobo0oobboooobo
ooo9o0ooboOoobooOOoboOooboooboooo
000o0o00ooooooOoooooooooooo
WebOODOODODOODODODOOODODODOO
ooobooooobOoobooboooobboooooo
ooooooooood

Lhttp://www.foolabs.com /xpdf/



U1.0000000000000.

EEEEE EEEEE 0000040000
Dialogue 8 8

Enbodied Conversational Agents 0 0
Language-enhanced Platforms 0 0
Information Retrieval 52 54
Text Data Mining 0 0
Information Extraction 11 11
Filtering 0 1

Recommendation
Question Answering
Topic Classification
Text Classification
Sentiment Analysis
Attribute Analysis
Genre Analysis
Language Geeneration
Summarization
Machine Translation
Language Identification

| ~|o|o|o|w|o|o|o

| o
=| o
N
-

o
=)

Multimodal Processing
Speech Recognition
Speech Generation
Speech Synthesis
Phonology

POS Tagging

Syntax

Parsing

Grammar Induction
Mathematical Linguistics
Formal Grammar
Semantics

211

-
-

W,
]
W,
]

(<]
(=]

-
-

-
-

Textual Entailment
Paraphrasing

‘Word Sense Disambiguation
Discourse

-
-

Pragmatics

Statistical and Machine learning
Language Modeling

Texical Acquisition

Knowledge Acquisition
Development of Language Resources

N
o|o|o|u|o|o|o|o|o|o|=|o|o|o|~|o

N
o|o|o|u|o|o|~|v|o|o|=|o|o|o|~|o

3 douuooouogd
ogoon

gobobooooooooobooooooobobooooon
gboboooboboooboobobooooboooboooboo
0000000 SHACHI[I|OOOOOOOOO 2100
oobooOoooooooooboooboooooon
gbobooooboboooooboobooooobooboo
oboboooboboooboboooboo10000o
0000000 2]0000000oooooooooo
gobooobooboooobooooobooooon
gboooobooboooooboboooooo

3.1 0ODOoogoooboo

SHACHI OO0 00000000 O0O0O0o0OooOd
LREC2004 O LREC2006 DO DOODODOOOOODOO
obooooooboiooboboooooooan
00000 7280000000 38000000000
000000000000 SHACHIODODOOOoOOoOoOOo
gboooooboboooooboobooooobooboo
oooboooboobooboobooboboboooboooboo
oobooboooooboooobooobooboooooon
goboooooobobooobooboooooobon
0000000000 DOdEnglish WordNet O Arabic
WordNet 0000 WordNet 0O DO OO0D0OOOOODOO
SHACHIOOOOOOOOOOODOOOoOOoOOoOoOoooOO
oboooboboobooobooboooaooobooon
obOoboooboooobooooobooobooooon

#h 8
@) Q Mm
d o J ¢ —> 4 55
&b ‘g8 H

u:[25 5 7w aimal<—

B-1:

B-2:

c—1: FiihR]- !

c-2: R D,
AZE8T—4~—X

N3O ) SmyaN Il o St

i
b
15
i
i
|

g
~N
|

2
~N
)
%
9
33
8

O 1. 000000000000004d

ooobooooobooooboooooboooooon
oooobooogobooon

3.2 OUOodoobbooodn
gobboboogoobbodd

O000oooOodooO0ooooooooooooo
O0000000O0000O00009100osronog
0oooboooooosyroboobooooobog
OoOoooOsyy0oooouoooooooooooo
o00Oooo0oOoooooooooooooooooo
gobogobuodgboobboooboobobooobba
o0o0oooO0oOooooOooooooooooogooo
0000000000000 0000OWordNetO OO O
Arabic WordNet O English WordNetO EuroWordNet
O000oooooogoooooooooooooooon
gooobbbbtooooouobbbbbooooooo
O0000o0O0o0dooOoooooooooooooo
ogooooooOoOoOoOoOOoOoOOOoOO

ggouoobbbbboooooooooboboboobo
O000o0Oooooosyrooooooooooog
000000000000 00000000 Support
Vector Machine(SVM) 0O OO 00000597000
O0OLREC20040000000000299000000
000 418900000000000000LREC2006
00O00Oo0ooobOo28000noooogn 39600
oo00ooOoO0O0oooOoOoooooooooooon
goboooboooboobuoobboboboobo
Oo00U00ooooU0oUoOooooooooooooodg
O00000000OSpeechDat 00O OOOOOOODO
German 0 Spanish0 000000 II' 0 FDB-4000 O
gooOooOoOoOOOOOOOOOOOOOOOOOO

e The automatic speech recognition experiments us-



U2.0000000000000000000.

oooog ooooo40000
o000l ooooooo ooooo04000 0000000 0000 (%)
Dialogue 8 10 8 -
Enbodied Conversational Agents 0 0 0
TLanguage-enhanced Platforms 0 0 0 B
Information Retrieval 52 57 53 100 (53/53)
Text Data Mining 0 T 0 -
Tnformation Extraction 11 26 12 100 (12/12)
Recommendation 0 0 0 -
Filtering 0 0 0 -
Question Answering 0 1 3 100 (3/3)
Topic Classification 0 4 0 -
Text Classification 3 4 3
Sentiment Analysis 0 0 0
Attribution Analysis 0 0 0
Genre Analysis 0 0 0
Language Generation 1 1 1 -
Summarization 8 8 9 75.0 (9/12)
Machine Translation 55 55 55 -
Language Identification 21 21 21
Multimodal Processing 0 2 0 -
Speech Recognition 211 230 274 100 (274/274)
Speech Generation 1 2 1 -
Speech Synthesis 32 37 32
Phonology 0 8 0 -
POS Tagging 1 18 36 97.3 (36/37)
Syntax 0 3 0 0 (0/2)
Parsing 11 12 11 84.6 (11/13)
Grammar Induction 0 0 0 -
Mathematical Linguistics 0 0 0
Formal Grammar 0 0 0 -
Semantics 1 4 1 33.3 (1/3)
Textual Entailment 0 0 0 -
Paraphrasing 0 0 0
‘Word Sense Disambiguation 0 1 0 -
Discourse 10 10 15 100 (15/15)
Pragmatics 0 5 0 -
Statistical and Machine Learning 0 7 0
Language Modeling 25 25 25
Lexical Acquisition 0 0 0
Knowledge Acquisition 0 0 0
Development of Language Resources 0 14 0

ing German and Spanish SpeechDat(II) FDB-
4000 databases show performance improvement.

000OsSvMODOOO0O TinySVM 2000000000
00000000000000000000092.0%0
000 61.8%000000000000000000
0000000000000 23.8%00000 63.0%0
0000000 O000O0oOooooOO00OLREC2004 0
LREC2006 OO0 DOOCOODOOODODOOOOOODOO
gboooooboboooooboboooooobooobaoo
ooobooooboo0ooboooooooooboooooo
ooooooooo
gooooosyrbooobo2000 1000000
oobooobl4oo0oooooooobooooo
oobooobo23300000000000000000A0
OOo0oooOoO0osrooooooooooooobooono
obg2120000000000000000DO0OO
ooboo00 34000000 2460000000000¢0
gboboobOoboooobobooboobooooona

3.3 Uuuodobbooodabbob

CO00oO00opoooOoOooooOooooAcCL2o080
oboooooboooboo400000000D000O0
gboooboobobooooob22000000000
oboboooboboooobobooboboobooo
oobobOooooboooooobooooooooobooOoobn
obobooooooooboooooboooooon

2http://chasen.org/taku/software/ TinySVM/

“ype.purpose’ 0 0000000000000 0000
O00000000ooo0o0oDoooooooooooo
go0o0ooooOoOopooOooooooOoDOODOODOOO
dooodoooobuooooobuoooooobooa
Oo000oDoO0o000ooOoooooooooooooo
O00o00ooo0ooooOooooooooooodg
oo ooooodad
000000040 0000000000000000
gooooOoOoOoOOooOoOoOoOoOOOoOoOoOooooo
0000000000000 000 0 ype.purpose’ O
O00000o00ooooDoooooooooooog
0 O POS Tagging 0 0 0 0O O O morphological parsing
O part of speech tagging 0 0O O OOODOOOOOO
gooOoOoOooooOoDoDOOOOOOOOOOoDoOO
doodooboboobboooooooooooooaa
godobooobooobbooobooooooooon
O00o0ooo0oooooOooooooooooodg
aoo

000000 2000000000000000 20
O00o0ooo0oooooooooooooooodg
godoboooboobooobooooooooog
O1o00Do0000oooooooooooooogo
gdo0o0oo0o0o0o0oOoooooooooooogogo
oooooooooooooooboooo rooooa
O00o00oo0oDoOooooooooooooog
000000 00OSpeech Recognition 0 POS Tagging
Discourse 1 00 00O O0D0O0O0OODODOOOODOOOO
O00D000o0o0oOooooDoooooooog
dodooobooooooooooooboboooooa



g3 o000o00oog.

ooo 1D 1123|4567
ooooooooo 512 (13|25 ]2]4
ooooooooo

ooooooooo 5123 4|5]|3]|2

ooooooooo
gooooooooobooboo 211101 ]1]2]2
oo0o0ooooooo

000000000000 00000000Wikipedia
O000o0000ooo0oooooooooooooo
0000000000 “Question Answering” 00 00O
000000000000 0D0OWikipediaOOOOO
O000ooo0oooooooooooooooooon
go0o0oO0oO0oO0oO0oOoOO0ODOOOOOOOOOOOO0

e Results show that Wikipedia is a potentially use-
ful resource for the Question Answering task.
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